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Abstract. Distributed scientific workflow management systems process-
ing large data sets in the Cloud face the following challenges: (a) work-
flow tasks require different capabilities from the machines on which they
run, but at the same time, the infrastructure is highly heterogeneous,
(b) the environment is dynamic and new resources can be added and
removed at any time, (c) scientific workflows can become very large with
hundreds of thousands of tasks, (d) faults can happen at any time in a
distributed system. In this paper, we present a software architecture and
a capability-based scheduling algorithm that cover all these challenges in
one design. Our architecture consists of loosely coupled components that
can run on separate virtual machines and communicate with each other
over an event bus and through a database. The scheduling algorithm
matches capabilities required by the tasks (e.g. software, CPU power,
main memory, graphics processing unit) with those offered by the avail-
able virtual machines and assigns them accordingly for processing. Our
approach utilises heuristics to distribute the tasks evenly in the Cloud.
This reduces the overall run time of workflows and makes efficient use
of available resources. Our scheduling algorithm also implements optimi-
sations to achieve a high scalability. We perform a thorough evaluation
based on four experiments and test if our approach meets the challenges
mentioned above. The paper finishes with a discussion, conclusions, and
future research opportunities. An implementation of our algorithm and
software architecture is publicly available with the open-source workflow
management system “Steep”.

Keywords: Scientific Workflow Management Systems · Cloud Comput-
ing · Distributed Systems · Task Scheduling.

1 Introduction

With the growing amount of global data, it becomes more and more necessary
to automate data processing and analysis. Specialised task automation systems
are used in areas such as Bioinformatics [31], Geology [18], Geoinformatics [25],
and Astronomy [5] to transform data and to extract or derive knowledge. A spe-
cial kind of those task automation systems are scientific workflow management
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systems. They focus on data-driven scientific workflows, which are typically rep-
resented by directed acyclic graphs that describe in what order processing tasks
need to be applied to a given input data set to produce a desired outcome. Sci-
entific workflows can become very large with hundreds up to several thousands
of tasks processing data volumes ranging from gigabytes to terabytes.

Modern scientific workflow management systems operate in a distributed
manner. They can utilize resources of computing infrastructures such as the
Grid [14] or the Cloud [29] to horizontally scale out. This not only speeds up
workflow execution but also allows data sets of arbitrary size exceeding the stor-
age capabilities of single computers (Big Data) to be processed. To accomplish
this, distributed infrastructures combine the computational power and storage
resources of a large number of independent machines. This imposes a challenge
on scientific workflow management systems: How can workflow tasks be assigned
to these machines in a smart way to make best use of available resources?

The general task scheduling problem is known to be NP-complete [38,23] and
of high interest to the research community. Several approaches with varying aims
and requirements have been published to find practical solutions for the Grid
and the Cloud [20,34]. In this paper, we present a distributed task scheduling
algorithm and a corresponding software architecture for a scientific workflow
management system that specifically targets the Cloud. The main challenges that
need to be covered in this respect are, on the one hand, that machines are highly
heterogeneous in terms of hardware, number of virtual CPUs, main memory,
and available storage, but also with regard to installed software, drivers, and
operating systems. On the other hand, the different tasks in a scientific workflow
also have requirements. A compute-intensive task might need a minimum number
of CPUs or even a graphics processing unit (GPU), whereas another task might
require a large amount of main memory, and a third one needs a specific software
to be installed. In other words, machines have certain capabilities and tasks have
requirements regarding these capabilities (or required capabilities). This has to be
considered during task scheduling. As shown in Section 2, this concept has not
been fully covered by existing approaches yet.

In addition to the heterogeneity of machines, the topology of a Cloud is
highly dynamic. New compute and storage resources can be added on demand
and removed at any time. This property is often used to scale a distributed
application up when needed (e.g. to manage peak load or to speed up processing)
and later down again to save resources and, in consequence, money. Of course,
scaling up only makes sense if work can actually be distributed, which is typically
the case when a workflow is very large and contains many tasks that could
potentially be executed in parallel.

As mentioned above, workflow tasks should be assigned to machines in a
smart way in order to optimise resource usage, reduce the total time it takes to
complete a workflow, and, in consequence, save money by freeing up resources as
soon as possible. However, in a distributed environment whose topology changes
dynamically and that is used by multiple tenants at the same time, it is impos-
sible to calculate an optimal task-to-machine mapping in advance to achieve the
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“perfect” run time. Instead, task scheduling has to be performed during workflow
execution and needs to be able to adapt dynamically to changing conditions.

It is further known that in a distributed environment (and in a Cloud in
particular), faults such as crashed machines, network timeouts, or missing mes-
sages can happen at any time [10]. This highly affects the execution of scientific
workflows, which often take several hours or even days to complete.

1.1 Challenges and requirements

To summarise the above, a scientific workflow management system running in
the Cloud has to deal with at least the following major challenges:

Capability-based scheduling

Workflow tasks require different
capabilities from the machines
but, in contrast, the infrastruc-
ture is highly heterogeneous.

Dynamic environment

The execution environment is
highly dynamic and new com-
pute resources can be added and
removed on demand.

Scalability

Scientific workflows can become
very large and may contain hun-
dreds of thousands of tasks.

Fault tolerance

In a distributed system, faults
such as crashes or network errors
can occur at any time.

From these challenges, we derive specific requirements that our scheduling
algorithm and software architecture should meet:

REQ 1. The algorithm should be able to assign tasks to heterogeneous
machines, while matching the capabilities the tasks need with the capa-
bilities the machines provide.

REQ 2. Tasks should be assigned to parallel machines in an optimised
manner so that the overall run time of the workflow is reduced.

REQ 3. Our system should not assume a static number of machines. It
should horizontally scale the workflow execution to new machines added
to the cluster and be able to handle machines being removed (be it be-
cause a user or a service destroyed the machine or because of a fault).
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REQ 4. If necessary, the execution of workflow tasks that require capa-
bilities currently not available in the cluster should be postponed. The
overall workflow execution should not be blocked. The algorithm should
continue with the remaining tasks and reschedule the postponed ones as
soon as machines with the required capabilities become available.

REQ 5. The system should support rapid elasticity. This means it should
automatically trigger the acquisition of new machines on demand (e.g.
during peak load or when capabilities are missing).

REQ 6. The system should be scalable so it can manage both a large
number of tasks as well as a large number of machines.

REQ 7. As faults can happen at any time in a distributed environment,
our system should be able to recover from those faults and automatically
continue executing workflows.

1.2 Contributions

In the scientific community, dynamically changing environments, very large work-
flows, and fault tolerance are considered major challenges for modern distributed
scientific workflow management systems, but they have not been fully covered
by existing approaches yet and therefore offer many research opportunities [11].
In the previous section, we discussed these challenges and added another major
one, namely that tasks in a scientific workflow need certain capabilities from the
machines but the Cloud is highly heterogeneous.

A system that addresses all four of these challenges needs to be designed from
the ground up with them in mind. To the best of our knowledge, none of the
existing approaches, algorithms, and systems cover all of them in one design (see
also our comparison with related work in Section 2). In this paper, we present
such an algorithm as well as the software architecture of a scientific workflow
management system in which the algorithm is embedded.

Our scheduling algorithm is able to assign workflow tasks to heterogeneous
machines in the Cloud based on required capability sets. The software architec-
ture consists of a set of components that communicate with each other through
an event bus and a database to perform task scheduling in an efficient, scalable,
and fault-tolerant manner.

A full implementation of our approach is publicly available with the Steep
Workflow Management System, which has been released under an open-source
licence on GitHub: https://steep-wms.github.io/

https://steep-wms.github.io/
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1.3 Differences to the conference paper

This paper is a significant extension of our conference paper presented at DATA
2020 [26]. In the previous work, we introduced a first version of our algorithm
and software architecture. In the meantime, we were able to explore new re-
search aspects and, as a result of this, to significantly improve our approach. In
summary, the extended paper covers the following additional topics:

– We improved our scheduling algorithm to use heuristics (Section 5.3) in or-
der to distribute tasks more evenly to machines. Our old approach did not
fully use available resources. We therefore added a new requirement regard-
ing optimised allocation of tasks to machines (REQ 2). Our new approach
significantly reduces the overall run time of workflows.

– In addition, we implemented several optimisations to improve the scalability
of our approach, not only in terms of amount of work it can handle but also
to support thousands of machines running in parallel (Sections 5.4 and 5.5).

– We conducted a completely new evaluation to test our new approach and to
show how it compares with our old one (Section 7). The evaluation now also
measures the performance of our scheduling algorithm (Section 7.2).

– We improved our software architecture so multiple agents can be started on
a single virtual machine (Section 4). We make use of this new feature in our
scalability experiment.

– Section 4.1 now describes virtual machine setups, which are an integral part
of our architecture to create virtual machines with given capabilities.

– We added more details about our scheduling algorithm (Section 5) and an
illustrative example (Section 6).

1.4 Structure of the paper

The remainder of this paper is structured as follows. We first analyse the state of
the art in Section 2. Then, we introduce an approach to map scientific workflow
graphs dynamically to individual process chains (i.e. linear sequences of work-
flow tasks), which can be treated independently by our scheduling algorithm
(Section 3). We describe the software architecture in Section 4 and finally our
main contribution, the scheduling algorithm, in Section 5. An illustrative exam-
ple in Section 6 demonstrates how our system works in practise. We also present
the results of four experiments we conducted to evaluate if our approach meets
the challenges and requirements defined above (Section 7). We finish the paper
in Section 8 with conclusions and future research opportunities.

2 Related Work

There are various algorithms performing task scheduling. Their aims vary from
each other but most of them try to optimise resource usage and to reduce the
makespan, i.e. the time passed between the start of the first task in a sequence
and the end of the last one. For this, they implement heuristics. Min-Min and
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Max-Min [22,15], for example, iterate through all tasks in the sequence and cal-
culate their earliest completion time on all machines. Min-Min schedules the task
with the minimum earliest completion time while Max-Min selects the task with
the maximum one. This process continues until all tasks have been processed.

In contrast, the Sufferage algorithm reassigns a task from machine M to
another one if there is a second task that would achieve better performance
on M [28]. As an extension to this approach, Casanova et al. present a heuris-
tic called XSufferage, which also considers data transfer costs [9]. The authors
claim their approach leads to a shorter makespan because of possible file reuse.
Gherega and Pupezescu improve this algorithm even further and present DXSuf-
ferage, which is based on the multi-agent paradigm [16]. Their approach prevents
the heuristic itself from becoming a bottleneck in the scheduling process. For in-
creased flexibility, Nayak and Padhi present an approach that first analyses all
tasks to be scheduled and then, based on the current situation, selects from
different heuristics to achieve the best performance [30].

Our approach is also based on heuristics. Since it is very hard to analyse tasks
and to predict their earliest completion time on heterogeneous virtual machines
in a dynamic environment like the Cloud, our approach uses the remaining num-
ber of workflow tasks for a certain set of required capabilities to evenly distribute
work to machines and to adapt to changing conditions during run time.

Other dynamic approaches are based on genetic algorithms (GA), which mim-
ics the process of natural evolution by using historical information. A GA selects
the best mapping of tasks to machines. Good results with this type of algorithms
were achieved by Hamad and Omara who use Tournament Selection [19] or by
Page and Naughton whose algorithm does not make assumptions about the char-
acteristics of tasks or machines [32].

Applying behaviour known from nature to task scheduling is an idea that has
lead to other noteworthy approaches: Ant colony optimisation [35,27] tries to
dynamically adapt scheduling strategies to changing environments. Thennarasu
et al. present a scheduler that mimics the behaviour of humpback whales to
maximize work completion and to meet deadline and budget constraints [36].

The algorithms mentioned above can be used to schedule individual tasks. In
contrast, there are more complex approaches that consider the interdependencies
in the directed acyclic graphs of scientific workflows. Blythe at al. investigate
the difference between task-based and workflow-based approaches [7]. They con-
clude that data-intensive applications benefit from workflow-based approaches
because the workflow system can start to transfer data before it is used by the
tasks, which leads to optimised resource usage. Binato et al. present such a
workflow-based approach using a greedy randomized adaptive search procedure
(GRASP) [6]. Their algorithm creates multiple scheduling solutions iteratively
and then selects the one that is expected to perform best. Topcuoglu et al.
present two algorithms: HEFT and CPOP [37]. HEFT traverses the complete
workflow graph and calculates priorities for individual tasks based on the num-
ber of successors, average communication costs, and average computation costs.
CPOP extends this and prioritises critical paths in workflow graphs.
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Scientific workflow management systems such as Pegasus [12], Kepler [1],
Taverna [21], Galaxy [17], Argo [3], Airflow [2], and Nextflow [13] typically
implement one or more of the algorithms mentioned above. There are other
frameworks to process large data sets in the Cloud. Most noteworthy systems
are Spark [39] and Flink [8]. They are not workflow management systems but
follow a similar approach and also need to schedule tasks from a directed graph.

There are some similarities between our approach and existing ones. DX-
Sufferage, for example, uses the multi-agent paradigm [16]. Similar to agents,
our components are independent and communicate with each other through
an event bus. There can be multiple schedulers sharing work and processing the
same workflow. In addition, we convert workflow graphs to process chains, which
group tasks with the same required capabilities and common input/output data.
Just like in XSufferage [9], this can potentially lead to better file reuse.

Note that our approach is not directly comparable to workflow-based schedul-
ing algorithms that consider the graph in total. Instead, we employ a hybrid
strategy that first splits the graph into process chains and then schedules these
instead of individual tasks.

3 Traversing scientific workflow graphs

Figure 1a shows an example of a scientific workflow represented by a directed
graph. An input file (the circle with the dot) is first consumed by task A, which
produces two output files. These files are then processed independently (and
possibly in parallel) by tasks B and D. The result of B is further transformed by
task C. The results of C and D are consumed by a task E, which produces the
final outcome of the workflow. The figure uses the extended Petri Net notation
proposed by van der Aalst and van Hee (2004).

Our scientific workflow management system transforms such workflow graphs
into individual executable units called process chains. These are linear sequential
lists of tasks (without branches and loops) that can be scheduled independently
on virtual machines in the Cloud. In order to find process chains, our system
traverses the graph and looks for tasks that require the same capabilities from
the machines. On each junction (i.e. when a task creates more outputs than it
consumes inputs; or the other way around), the system creates a new process
chain. For the example in Figure 1a, the system creates a process chain for
task A, then two chains (one containing B and C, and another one containing
only D), and a final one for task E. The chains with B/C and D can be assigned
to separate virtual machines and executed in parallel according to our algorithm
presented in Section 5.

In our implementation, capabilities are user-defined strings. For example, the
set {Ubuntu, GPU} might mean that a task depends on the Linux distribution
Ubuntu as well as the presence of a graphics processing unit. In the following,
we call the union of the required capabilities of all tasks in a process chain a
required capability set.
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A

B D

E

C

(a) Workflow graph

A

B D

C

E

(b) Generated process chains

Fig. 1: A workflow is split into four individual process chains [26].

4 Software architecture

Our scientific workflow management system consists of four main components:
the HTTP server, the controller, the scheduler, the agent, and the cloud manager
(see Figure 2). Typically, one instance of our system will be deployed to exactly
one virtual machine in the Cloud. If necessary, it is possible to run multiple
instances on the same machine.

Each component can be enabled or disabled in a given instance. In a cluster,
there can be one primary instance, for example, that has only the controller and
scheduler enabled, and multiple secondary instances each running one agent.
In addition to that, the agent can be spawned more than once inside a single
instance. This allows this instance to run multiple workflow tasks in parallel and
to make best use of available resources (for example, if each workflow task only
requires one CPU core or a limited amount of memory).

The system contains an event bus that is used by all components of all
instances to communicate with each other. Moreover, the HTTP server, the
controller, and the scheduler are connected to a shared database where they
manage workflows and process chains. In the following, we describe the roles
and responsibilities of each component.

The HTTP server is the main entry point to our system. It provides in-
formation about scheduled, running, and finished workflows to clients. If the
HTTP server receives a new workflow from a client, it stores the workflow in the
database and sends a message to one of the instances of the controller.
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HTTP
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Fig. 2: An overview of the components in our scientific workflow management
system and how they communicate with each other.

The controller receives this message, loads the workflow from the database,
and starts transforming it iteratively to process chains as described in Section 3.
Whenever it has generated new process chains, it puts them into the database
and sends a message to all instances of the scheduler.

The schedulers then apply our algorithm (see Section 5) and select agents to
execute the process chains. They load the process chains from the database, send
them via the event bus to the selected agents for execution. Upon completion,
they write the results into the database. The schedulers also send a message back
to the controller so it can continue with the next iteration and generate more
process chains until the workflow has been completely transformed.

In case a scheduler does not find an agent suitable for the execution of a
process chain, it sends a message to the cloud manager. This component inter-
acts with the API of the Cloud infrastructure, creates new virtual machines on
demand, and deploys agents to them. This is based on so-called virtual machine
setups, which are described in Section 4.1.

Note that messages between the HTTP server, the controller, and scheduler
may get lost (e.g. because of network failures). Due to this, the controller and
the scheduler also check the database for new workflows and process chains
respectively at a regular interval. We found 20 seconds to be a sensible value in
practise, but in our implementation, this is configurable. This approach decouples
the components from each other and increases fault tolerance.

4.1 Virtual machine setups

The cloud manager component creates virtual machines (VMs) on demand and
deploys software to it including at least one instance of our workflow management
system with one or more enabled agents. The process of deploying software is
called provisioning. The kind of VM to create as well as the actual software to
be deployed depend on the capabilities that the process chains to be executed
on this VM require. For example, for a process chain that needs a graphics
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processing unit (GPU), the cloud manager will create a VM with such a device
and deploy the necessary drivers to it.

The behaviour of the cloud manager is configurable. The mapping between
required capabilities and VM types (sometimes called flavors or instance types;
depending on the Cloud provider) is specified in a configuration file, and the
software is deployed by provisioning templates. These templates are shell scripts
that the cloud manager executes on the virtual machines right after they have
been created. The last step in each set of provisioning templates always starts
an instance of our system, so the cloud manager knows when the provisioning
process has completed and the new agents can be used for scheduling.

Each set of provisioning templates and the corresponding mapping from re-
quired capabilities to VM types is called a virtual machine setup in our system.

5 Capability-based scheduling algorithm

This section introduces the capability-based scheduling algorithm that is ex-
ecuted in our scheduler component. First, the main scheduling function (Sec-
tion 5.1) is described as well as how our algorithm selects candidate agents
(Section 5.2) based on heuristics (Section 5.3). After that, database queries (Sec-
tion 5.4) and optimisations for improved scalability (Section 5.5) are discussed.

5.1 Main scheduling function

As mentioned above, the scheduler runs at regular intervals and immediately
after new process chains have been added to the database. Listing 1.1 shows the
main function of our algorithm that assigns process chains to agents.

Our algorithm first calls the function findRequiredCapabilitySets(), which per-
forms a database query to retrieve all distinct sets of capabilities required to ex-
ecute the process chains not scheduled yet. In other words, given a capability set
Ri = {c1, ..., cn} for a process chain pci, the result of findRequiredCapabilitySets()
is a set S = {R1, ..., Rm} of distinct required capability sets.

From line 3 on, our algorithm performs up to maxLookups scheduling oper-
ations. After the regular interval or when new process chains have been added,
the function will be called with maxLookups set to infinity. The main idea is
that the algorithm will try to schedule as many process chains as possible until
it reaches a break statement. There is only one of these statements in line 12. It
is reached when all agents indicate they are not available (see details below).

Inside the main for loop, the function first selects a set of candidate agents
that are able to execute at least one of the given required capability sets from S
(line 4) by calling the function selectCandidates(). This function is described in
detail in Section 5.2. In short, it returns a list of pairs of a candidate agent and
the required capability set R it can execute.

If this list is empty (line 5), all agents are currently busy or there is no agent
that would be able to execute at least one R ∈ S (i.e. none of them is available).
In this case, the function iterates over all required capability sets (line 8) and
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1 function lookup(maxLookups):
2 S = findRequiredCapabilitySets()

3 for i ∈ [0, maxLookups):
4 candidates = selectCandidates(S)

5 if candidates == ∅:
6 /∗ All agents are busy or none of them
7 have the required capabilities. ∗/
8 for R ∈ S:
9 if existsProcessChain(R):

10 launch:
11 requestAgent(R)
12 break

13 for (candidate, R) ∈ candidates:
14 pc = findProcessChain(R)
15 if pc == undefined:
16 /∗ All process chains with R were
17 executed in the meantime. ∗/
18 continue

19 agent = allocate(candidate)
20 if agent == undefined:
21 /∗ Agent is not available any more. ∗/
22 continue

23 /∗ Execute process chain
24 asynchronously. ∗/
25 launch:
26 executeProcessChain(pc, agent)
27 deallocate(agent)

28 /∗ Agent is has become available.
29 Trigger next lookup. ∗/
30 lookup(1)

Listing 1.1: The main function of our algorithm checks what capabilities are
required at the moment and if there are available agents that can execute process
chains with these capabilities. If so, it retrieves such process chains from the
database and schedules their execution [26].

checks if there actually is a corresponding process chain in the database (line 9).
This is necessary because all process chains with a certain required capability set
may have already been processed since findRequiredCapabilitySets() was called
(e.g. by another scheduler instance or in a preceding iteration of the outer for
loop). If there is a process chain, the function requestAgent will be called, which
asks the cloud manager component (see Section 4) to create a new VM with
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an agent that has the given required capabilities (line 11). We use the keyword
launch here to indicate that the call to requestAgent is asynchronous, meaning
the algorithm does not wait for an answer.

The algorithm then leaves the outer for loop because it is unnecessary to
perform any more scheduling operations while none of the agents can execute
process chains (line 12). Process chains with required capabilities none of the
agents can provide will essentially be postponed. As soon as the cloud manager
has created a new agent with the missing capabilities, the lookup function will
be called again and any postponed process chains can be scheduled.

If there are agents available that can execute process chains with any of
the required capability sets from S, the algorithm iterates over the result of
selectCandidates() in line 13. For each pair of a candidate agent and the corre-
sponding required capability set R it can execute, the algorithm tries to find a
matching registered process chain with R in the database. If there is none, it as-
sumes that all process chains with this required capability set have already been
executed in the meantime (line 15). Otherwise, it tries to allocate the candidate
agent, which means it asks it to prepare itself for the execution of a process chain
and to not accept other requests anymore (line 19). If the agent cannot be allo-
cated, it was probably allocated by another scheduler instance in the meantime
since selectCandidates was called (line 20).

Otherwise, the algorithm launches the execution of the process chain in the
background and continues with the next scheduling operation. The code block
from line 25 to line 30 runs asynchronously in a separate thread and does not
block the outer for loop. As soon as the process chain has been executed com-
pletely in this thread, our algorithm deallocates the agent in line 27 so it becomes
available again. It then calls the lookup function and passes 1 for maxLookups
because exactly one agent has become available and therefore only one process
chain has to be scheduled.

5.2 Selecting candidate agents

The function selectCandidates takes a set S = {R1, ..., Rn} of required capability
sets and returns a list L = {P1, ..., Pm} of pairs P = (a,Ri) of an agent a and
matching required capability set Ri. Listing 1.2 shows the pseudo code.

The function uses the event bus to send all required capability sets to each
agent. The agents analyse the required capability sets based on defined heuristics
(see Section 5.3) and then reply whether they are available and which set they
support best. The function collects all responses in a set of candidates. Finally,
it selects exactly one agent for each required capability set.

Note that some or all agents might not be available, in which case the result
of selectCandidates contains less required capability sets than S or is even empty.

5.3 Scheduling heuristics

An agent receives required capability sets from the scheduler and matches them
against the capabilities it actually has. For example, let us assume one of these
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1 function selectCandidates(S):
2 candidates = ∅

3 for a ∈ Agents:
4 send S to a and wait for response
5 if a is available:
6 get best Ri ∈ S from response
7 P = (a,Ri)
8 candidates = candidates ∪ {P}

9 L = all P ∈candidates with best a for each Ri

10 return L

Listing 1.2: Pseudo code of the function that selects agents based on their capa-
bilities [26].

sets is {Ubuntu, GPU} (as described in Section 3, capabilities are user-defined
strings). The agent will only consider this set if it actually runs on Ubuntu and
has a GPU (as specified in its VM setup; see Section 4.1).

After the agent has selected all required capability sets it generally supports,
it chooses one set for which it would like to receive process chains to execute. In
Listing 1.2, this is called the “best” Ri ∈ S.

In our previous work, we only had one heuristic that selected the best agent
for a certain required capability set based on the longest idle time [26]. In prac-
tise, this has proven to achieve good throughput and, at the same time, to
prevent starvation because every agent was selected eventually.

Our new approach extends the existing heuristic. When selecting the best ca-
pability set, the agent now also considers the number of remaining process chains
in the database for each Ri ∈ S. If two or more capability sets are supported
similarly well, the agent selects the one with the highest number of remaining
process chains. This makes sure process chains are distributed more evenly to
agents supporting similar capabilities (see our evaluation results in Section 7).

5.4 Caching database queries

The function findRequiredCapabilitySets performs a database query to look for
distinct required capability sets. Queries for distinct values are complex and can
take quite some time, especially for very large collections. The only way to find
all distinct values is to perform a sequential scan on the collection. Most DBMS
even have to sort the collection first. There are approaches to find approximations
of distinct values [24,4] but our algorithm needs exact results.

Such a query should not be performed too often as it can drastically impact
the throughout of the scheduler. As an optimisation, we use a cache to keep
distinct required capability sets in memory until the next regular scheduling in-
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terval. This can lead to inconsistencies if multiple schedulers access the database
and their caches become outdated. In the worst case, two things can happen:

– The cache may still contain required capability sets of process chains that
have already been executed. In this case, the algorithm will not find a match-
ing process chain in the database (line 15) and just continue with the next
candidate agent and required capability set. This means, there may be un-
necessary queries per scheduling operation, but these queries are negligibly
fast because they can be implemented with simple SELECT-WHERE state-
ments that make use of an index.

– One or more required capability sets may be missing from the cache. This
can only happen if new process chains are added to the database while a
scheduling operation is currently running. Adding new process chains will,
however, trigger a cache update, so the next scheduling operation will use
all required capability sets.

In any case, the cache will be updated at the regular interval, which will
eliminate unnecessary queries and trigger the scheduling of remaining process
chains.

5.5 Optimisations for improved scalability

Another possible bottleneck of our algorithm besides database queries is the
selectCandidates function, which sends required capability sets to all agents.
Even though all capability sets can be sent together in one message, in a setup
with n process chains and m agents, n×m messages need to be sent per workflow
execution. Since these messages are sent over the event bus and possibly through
a slow network, the execution of selectCandidates can significantly affect the time
it takes to schedule a single process chain and, as a consequence, the run time
of the whole workflow.

In addition to caching database queries, we therefore implemented two other
optimisations. First, each scheduler instance caches the capabilities supported
by the individual agents. This allows it to skip those agents that definitely do
not support a certain required capability set. Second, the scheduler also keeps
track of which agents are currently executing process chains (i.e. to which of
them it has sent a process chain and has not received a result yet). Those agents
can also be skipped as they would respond that they are unavailable anyhow. In
the best case, when all agents are busy except one, the scheduler only needs to
ask this agent and can skip the others.

6 Illustrative example

Figure 3 shows an example of how our scheduling algorithm works in practise.
Note that it represents one specific case (other control flows are possible) but
covers almost all aspects of our algorithm and architecture.
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Fig. 3: Illustrative scheduling example

At the beginning, there are 500 process chains in the database to be sched-
uled. Some of them require “Docker” to be installed on the virtual machine on
which they will be executed, others require “TF” (TensorFlow) and “Python”,
and a third group requires the VM to have a graphics processing unit (“GPU”).
Two agents are currently running in the Cloud. One supports “C++” applica-
tions and the other one has “Docker” installed but is currently busy.

In the first scheduling step (Figure 3a), the scheduler fetches distinct re-
quired capability sets from the database 1 . It gets {Docker}, {TF, Python},
and {GPU} 2 . The scheduler then sends these sets to all agents 3 . Agent A1
responds that it does not support any of these capabilities, and agent A2 indi-
cates that it is currently busy. Since there are no agents available, the scheduler
sends the required capabilities to the cloud manager and tells it to create new
VMs 4 . The first scheduling step stops at this point.

After the cloud manager has created new VMs and deployed agents to it (Fig-
ure 3b), the next scheduling step starts. The scheduler fetches distinct required
capability sets from the database again 5 and sends them to all agents 6 (ex-
cept A1 because it knows it does not support the capabilities). This time, the
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new agents A3, A4, and A5 respond that they are available and which capability
sets they support.

Once the scheduler has received all answers (Figure 3c), it fetches a process
chain for the capability set {Docker} from the database and assigns it to agent
A3 7 . This process repeats for {TF, Python} and {GPU}, which are assigned
to A4 and A5, respectively 8 9 .

At the end of the second scheduling step (Figure 3d), all new agents are busy.
As soon as one of them becomes available again, a next step will be triggered to
schedule the remaining process chains in the database.

7 Evaluation

In order to evaluate if our scheduling algorithm and our software architecture
meet the challenges and requirements defined in Section 1.1, we conducted four
practical experiments (one for each challenge). This section presents the results
of these experiments and discusses benefits and drawbacks of our approach.

All experiments were performed in the same environment (a private Open-
Stack Cloud). We set up our system so that it had access to the API of the Open-
Stack Cloud and was able to create virtual machines on demand. We deployed
the full stack of components presented in Section 4 to each virtual machine. All
components communicated with each other through a distributed event bus. We
also deployed a MongoDB database on a separate virtual machine to which the
components had access.

We defined four VM setups for virtual machines and agents with the ca-
pability sets R1, R2, R3, and R4 respectively, as well as fifth one with both
capability sets R3 and R4. To simulate a heterogeneous environment, we con-
figured a maximum number of virtual machines that our system was allowed to
create per required capability set. Table 1 shows the settings we chose for the
individual experiments. Note that in experiment 1, 2, and 4, we deployed one
agent per virtual machine. In experiment 3 where we tested the scalability of our
system, we deployed 125 agents per virtual machine resulting in a total number
of 1 000 agents.

Table 1: Maximum number of virtual machines configured for each required
capability set.
Required capability set Maximum number of virtual machines

R1 2

R2 2

R3 1

R4 1

R3 + R4 2

Total 8
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For each experiment, we collected all log files of all instances of our system
and converted them to graphs. Figure 4 shows the results of experiments 1
and 2 including a legend. Each sub-figure—which we discuss in detail in the
following sections—depicts a timeline of a workflow run. The lanes (from left to
right) represent individual agents and indicate when they were busy executing
process chains. All required capability sets have different colours (see legend
in Figure 4e). The colour of the agents and the process chains specifies what
capabilities they offered or required respectively. A process chain has a start
(emphasized by a darker shade of the colour) and an end. In experiment 4, we
also killed agents on purpose. The point in time when the fault was induced is
marked by a black X (see Figure 5b).

7.1 Experiments

Experiment 1: Capability-based scheduling
(Requirements covered: REQ 1–2)

Figure 4a shows the results of our first experiment. One of our goals in this
paper was to create a scheduling algorithm that is able to assign workflow tasks
to distributed machines based on required and offered capabilities. The results
show that this goal was reached.

We deployed a static number of eight agents with different capability sets
and sent a workflow consisting of 100 process chains to one of the instances of
our system. As soon as the workflow was saved in the database, all scheduler
instances started assigning process chains to the individual agents. The colours
in the figure show that all process chains were correctly assigned. Agents A6
and A7 were able to execute process chains requiring both R3 and R4, which is
indicated by alternating colours. The workflow took 11 minutes and 48 seconds
to complete in total.

Note that these results also show a significant improvement of our algorithm
compared to our earlier work [26]. This is mostly due to the new scheduling
heuristics presented in Section 5.3. Previously, as shown in Figure 4b, agents A6
and A7 preferred to accept process chains with R3 first before they continued
with R4. This resulted in an inefficient use of resources. Agent A4 was not used
completely during the workflow run and too much work was allocated to A3, A6,
and A7. The workflow took 13 minutes and 14 seconds. Our improved algorithm
is about one and a half minutes faster and distributes work much more evenly.

Experiment 2: Dynamic environment
(Requirements covered: REQ 1–5)

Our second experiment started with only one agent supporting capability set R1.
We executed a workflow with 1 000 process chains. Figure 4c shows the timeline
of the workflow run.

According to our algorithm, the scheduler first looked for available agents
to which to assign process chains. Since there was only one agent running, it
assigned process chains to it but also asked the cloud manager component to
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(a) 100 process chains are distributed to
agents with the correct capabilities.

(b) Results of experiment 1 from our ear-
lier work for comparison [26]

(c) The system creates agents with capa-
bilities required by 1 000 process chains.

(d) Results of experiment 2 from our ear-
lier work for comparison [26]

(e) Legend: colours for required capability sets, start and end of a process chain, and
time when an agent was killed.

Fig. 4: Results of experiments 1 and 2

create new agents for the other capability sets. Starting a virtual machine and
deploying itself to it took our system almost three minutes. Process chains requir-
ing missing capabilities were postponed but the scheduler continued assigning
the ones with R1. As soon as the new agents had started, process chains were
assigned to them.

Note that we configured our system to only create one virtual machine of a
certain capability set at a time. Also, as described earlier, we limited the number
of virtual machines per capability set. These are the reasons why only four new
agents appear at about minute 3, one more between minutes 3 and 4, and two
other ones around 6:30.

The experiment shows that our system can create new virtual machines on
demand and that the schedulers make use of new resources as soon as they
become available. Similarly to experiment 1, we compared the results with those
from our earlier work [26]. The workflow now took 16 minutes and 31 seconds
and was more than one and a half minutes faster than the previous 18 minutes
and 4 seconds. Workflow tasks were again distributed much more evenly to the
agents and resources were used reasonably.
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Experiment 3: Scalability

(Requirements covered: REQ 1–6)

In order to show the scalability of our system, we launched a workflow with
300 000 process chains. Similar to the second experiment, we started with one
virtual machine. The other ones were automatically created by our system on de-
mand. However, this time we increased the number of agents per virtual machine
to 125 resulting in a total number of 1 000 agents.

Figure 5a shows the timeline of the workflow over more than six and a half
hours. Note that we sorted the agents in this graph by capability set for better
legibility. Again, all process chains were assigned to the correct machines. Al-
though the number of process chains the system had to manage was very large,
it did not crash and kept being responsive the whole time. Also, the system was
able to handle the large number of agents without interruptions. There are no
gaps in the graph, which means new process chains were scheduled immediately
when an agent became available. This shows that our optimisations described
in Section 5.5 worked as expected. All agents also finished their work almost at
the same time, which means our scheduler distributed the work evenly (based
on the heuristics described in Section 5.3).

In our previous work, we performed a similar experiment but with only
150 000 process chains and 8 agents [26]. At that time, our system was not able
to manage 1 000 agents. Our improved approach is much more scalable now.

(a) The system is able to handle 300 000
process chains running on 1 000 agents
(sorted by capability set for better legi-
bility).

(b) The system is able to recover from
faults and to still finish all 1 000 process
chains from the current workflow.

Fig. 5: Results of experiments 3 and 4



20 M. Krämer

Experiment 4: Fault tolerance

(Requirements covered: all)

In our final experiment, we tested if our system can manage faults during a
workflow run. Figure 5b shows the timeline. We started with eight agents and
executed the same workflow as in experiment 2 with 1 000 process chains. Be-
tween minutes 2 and 3, we started to randomly kill agents by sending them a
SIGKILL signal (indicated in the figure by a black X).

We killed eight agents during the workflow run. The figure shows that each
time, the system was able to recover from the faults. It created new agents with
the missing required capabilities and started assigning process chains to them as
soon as they became available. Between minutes 3 and 7, approximately, there
was no agent able to execute process chains with R3. The execution of these
process chains was postponed and resumed later.

We performed the same experiment in our earlier work [26]. The results are
quite similar and our improved approach still works as expected.

7.2 Scheduling performance

In order to evaluate the performance of our approach, we measured the time it
took to schedule a single process chain (including asking all agents and fetch-
ing the process chain from the database). We did this for all experiments and
calculated the averages, medians, and standard deviations (see Table 2).

The results indicate that scheduling is in general very fast and does not
produce much overhead per process chain. They also show that our system is
scalable. Even in experiment 3 where we had to distribute 300 000 process chains
to 1 000 agents, the performance was not slower than in experiment 100. It also
stayed consistent throughout the whole workflow run. This is mostly due to the
optimisations described in Sections 5.4 and 5.5. Note that the performance in
experiment 3 was actually slightly better than in experiment 1 (on average by
about 1–1.5 ms), which is most likely due to the fact that our implementation
runs on the Java Virtual Machine, and the longer it runs, the better the just-in-
time compiler can optimise the code.

Table 2: Measured performance of the scheduler component for each experiment
(values are per process chain)
Experiment Average Median Std. deviation

1 16.3 ms 16 ms 2.1 ms

2 16.8 ms 16 ms 4.9 ms

3 15.1 ms 15 ms 3.9 ms

4 16.5 ms 16 ms 6.9 ms
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7.3 Discussion

The results of our experiments show that our system meets all of the challenges
and requirements for the management of scientific workflows in the Cloud defined
in Section 1.1.

In order to assign process chains to the correct machines with matching
capabilities, our scheduler asks each agent whether it wants to execute a process
chain with a given required capability set or not. An alternative approach would
be to let the agents fetch the process chains themselves whenever they are ready
to execute something. However, in this case, it would not be possible to create
agents on demand. If there is no agent fetching process chains, nothing can be
executed. Our scheduler, on the other hand, has an overview of all required
capability sets and can acquire new resources when necessary.

In our previous work [26], the scheduler only chose between multiple avail-
able agents by comparing their idle time. This was not very efficient and led to
unnecessary long workflow runs and unused resources. Our new approach with
improved heuristics and caching not only reduces the overall time of workflow
runs but also makes the system more scalable. Our previous experiments also
revealed small gaps in the workflow run, which could be traced back to the un-
optimised scheduling algorithm. We did not observe these gaps anymore with
the new approach.

According to our evaluation results, the heuristics presented in Section 5.3 are
quite effective. Nevertheless, more sophisticated approaches also considering the
expected run time of individual process chains [22,15] or even the dependencies
between process chains in the workflow graph [6,37] are conceivable. However,
in a distributed environment, it is very hard to predict the run time of a single
task without additional knowledge, so this topic remains for future work.

The fact that we use a database to store process chains has many benefits.
First, this out-of-core approach reduces the number of process chains that need
to be kept in memory at a time. This allows the scheduler to process hundreds
of thousands of process chains without any issue. Second, multiple scheduler
instances can access the database and work in parallel on different virtual ma-
chines. Due to this, the total time it takes to schedule all process chains of a
workflow can be reduced and the values presented in Section 7.2 become neg-
ligible compared to the whole workflow run. Lastly, since the database holds
the remaining process chains to execute, it essentially keeps the current state
of the overall workflow execution. This enables fault tolerance: if one scheduler
instance crashes, another one can take over. Our open-source implementation
even supports resuming workflows if all schedulers have crashed after a restart
of the whole cluster.

Nevertheless, the database can be considered a single point of failure. If
it becomes unavailable, workflow execution cannot continue. In practise, this
is, however, not a problem because as soon as it is up again, our scheduling
algorithm can proceed and no information will be lost.

There are still places where our system could be improved. At the moment,
our cloud manager creates only one virtual machine per capability set at a time.
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This could be parallelised in the future to further reduce the overall run time of
workflows. However, this requires a clever heuristic so that the cloud manager
does not create more virtual machines than actually necessary. This heuristic
should be based on the number of remaining process chains in the database for
a given capability set, which can change while the virtual machines are being
created. This optimisation remains for future work.

8 Conclusion

Distributed scientific workflow management systems running in the Cloud face
the challenges of capability-based scheduling, a dynamic environment, scalability,
and fault tolerance (see Section 1.1). In this paper, we presented a software
architecture and a scheduling algorithm addressing these challenges. Our work
contributes to the scientific community as the challenges have not been fully
addressed in literature yet.

The Steep Workflow Management System, which has been released under an
open-source licence, implements our approach. Steep is used in various projects.
One of them, for example, deals with the processing of large point clouds and
panorama images that have been acquired with a mobile mapping system in
urban environments. The data often covers whole cities, which makes the work-
flows particularly large with thousands of process chains. The point clouds are
processed by a service using artificial intelligence (AI) to classify points and to
detect façades, street surfaces, etc. Since this is a time-consuming task and the
workflows often take several days to execute, the scalability and fault tolerance
of Steep are fundamental in this project.

The AI service requires a GPU, which is a limited resource in the Cloud and
particularly expensive. The capability-based scheduling algorithm we proposed
in this paper helps in this respect by distributing workflow tasks to the correct
machines. As our system supports elasticity and a dynamic number of machines,
it can scale up and down on demand. It only creates GPU machines when needed
and releases them as soon as possible. In other words, in this project, our ap-
proach saves time and money.

There is a range of opportunities for future research. For example, the ap-
proach to transform workflow graphs to process chains introduced in Section 3
is implemented in an iterative way and allows very complex workflows to be
processed. It supports workflows without a priori design-time knowledge [33],
which means the system does not need to know the complete workflow structure
before the execution starts. As the number of instances of a process chain can
depend on the results of a preceding one, this property allows the system to
dynamically change the workflow structure during run time. This approach is
also suitable to execute workflows without a priori run-time knowledge, meaning
that the number of instances of a certain process chain may even change while
the process chain is running. This enables cycles and recursion. Details on this
will be the subject of a future publication on which we are currently working.
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